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bIRISA, Université deRennes I - CampusdeBeaulieu, 35042 Rennes, France
bcousin@irisa.fr
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Abstract

To cope quickly with all types of failure risks (link, node and Shared Risk Link Group
(SRLG)), each router detecting a failure on an outgoing interface activates locally all the
backup paths protecting the primary paths which traverse the failed interface. With the
observation that upon a SRLG failure, some active backup paths are inoperative and don’t
really participate to the recovery (since they don’t receive any traffic flow), we propose
a new algorithm (SRLG Structure Exploitation Algorithm or SSEA) exploiting the SRLG
structures to enhance the admission control and improve the protection rate.

With our algorithm, more flexibility is provided for the backup path selection since a
backup path which protects against the failure of a link belonging to a SRLG does not
systematically bypass all the links of that SRLG. Moreover, our algorithm permits to save
morebandwidth becauseit doesnot allocatethebandwidth for theinoperativebackup paths
even if they are activated.

Simulations show that our algorithm SSEA decreases the ratio of rejected backup paths
and, it reduces in distributed environments theaveragenumber of messagessent to manage
thebandwidth information necessary for thebackup path computation.

Key words: network, local protection, SRLG, bandwidth sharing, path computation
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With the advent of MPLS (MultiProtocol Label Switching) [3] in the last decade,
local protection is provided in efficient manner. In fact, MPLS offers a great flex-
ibility for path (Label switched Path or LSP) selection and provides mechanisms
allowing resource1 reservations2 and backup path preconfigurations3 . Moreover
and contrarily to the local protection in low layers (e.g. p cycles [4]), MPLS per-
mitspermits theseparation of thetraffic in several classesand to choosetheclasses
of traffic to beprotected.

In order to copewith any physical failure4 in alogical (MPLS/IP) level, threetypes
of failure risks are defined: link, node and Shared Link Risk Group (SRLG). The
first type of failure risk corresponds to the risk of a logical link failure due to the
breakdown of an exclusivephysical component of the logical link. Thesecond type
of failurerisk correspondsto therisk of a logical nodefailuredueto thebreakdown
of an exclusive physical component of the logical node. Finally, the third type of
risk corresponds to a set of logical links that share a common physical component
(optical fiber, crossconnect, etc.) whosefailuremay impact all linksin theset [5–7].

Two types of backup LSP are defined for MPLS local protection [8]: Next HOP
(NHOP) LSP and Next Next HOP (NNHOP) LSP. A NHOP LSP (resp. NNHOP
LSP) isabackup path protecting against link failure (resp. node failure); it is setup
between a primary node called Point of Local Repair (PLR) and one primary node
downstream to thePLR (resp. to thePLR next-hop) called MergePoint (MP). Such
backup LSP bypasses the link (resp. the node) downstream to the PLR on the pri-
mary LSP. When a link failure (resp. node failure) is detected by a node, this later
activates locally all its NHOP and NNHOP (resp. its NNHOP) backup LSPs by
switching traffic from theaffected primary LSPs to their backup LSPs.

In order to ensurethat thereisenough bandwidth after afailure(i.e. to guaranteethe
communication repair success), thebackuppathsshould reservethebandwidth they
need beforehand. Besides, to decrease the bandwidth allocations and accept much
more connection establishments, the practical hypothesis of single failure is often
adopted [9,6,10,11,7,12,13]. With such hypothesis, all the backup paths protecting
against failures of different components can share their bandwidth allocations (on
their common links) since they cannot beactiveat thesame time.

Several classical approaches[9,6,10,11,7,12,13] aredeveloped tooptimizetheband-
width allocated to thebackup paths (called also protection bandwidth). In such ap-
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that a backup path is activated if its head-end router detects a failure on the pro-
tected link or node. As only the activate backup paths can really use their re-
sources, the classical approaches propose to allocate the maximum of cumulative
bandwidthsof backup paths which could be activeat thesame timeon each link.

Contrarily to theprotection against link and node failure riskswhich usesonly one
backup path for each primary path, the protection against a SRLG risk employs
several backup paths, one for each link which belongs to the primary protected
path and to the SRLG. Moreover, for fast recovery from a SRLG failure, all the
backuppathswhichprotect against thefailureof linksbelonging to thefailedSRLG
will be activated simultaneously. With the observation that some activated backup
pathsdon’t really usetheir resources(bandwidth) after aSRLG failure(becausethe
traffic of the primary paths they protect was switched towards other backup paths
which bypass their head-end routers), we propose in this article to enhance the
protection quality and increase the bandwidth sharing by extending its application
to some activated backup paths. In our approach, we explore the SRLG structures
to determine the active backup paths which do not really use their resources after
certain SRLG failures. Such activebackup pathsarein reality inoperativeafter such
failuressincethey don’t consumethebandwidth. In order to decreasetheprotection
bandwidth that is allocated on each link, we propose to limit the concurrence for
protection bandwidth to thebackup pathswhich can beoperativeat thesame time.
In our proposition, more flexibility is provided for backup path selection since a
backup path does not systematically bypass all the links sharing a SRLG with the
protected link.

The rest of this article isorganized as follows: In section 2, we review some works
related to the bandwidth sharing. In section 3, we give a SRLG structure based
classification of thebackup pathsthat permitsto improvethebackup path computa-
tion. In our classification, thebackup pathsaregrouped into two sets: theoperative
backup paths which receive the rerouted traffic after a failure, and the inoperative
backup paths which do not receive any traffic after a failure, although they are
active. In section 4, we propose and describe a new algorithm (SRLG Structure
Exploitation Algorithm or SSEA) which decreases the protection bandwidth allo-
cations and provides more flexibility for the backup path selection. In section 5,
wegivesomeideasand propositions for the implementation of theSRLG structure
exploitation algorithm in both centralized and distributed environments. In thenext
section we present and analyze some simulation results and we give in section 7
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computing the backup paths. To minimize the quantity of bandwidth allocated on
links while avoiding the bandwidth constraint violation (bandwidth insufficiency),
the Backup Path Computation (BPC) algorithms require the knowledge of some
information liketheprimary and backup paths, bandwidth allocationsand protected
risks.

Dependingon thenumber of simultaneousfailuresthat wewould tolerate, thequan-
tity of bandwidth reserved on each link for protection can behigh (largenumber of
simultaneous failures) or low (small number of simultaneous failures). Indeed, the
number of simultaneous failures that can be processed successfully determine all
the failurescenarios, which in turn control thenumber and structuresof thebackup
paths which provide the protection. Due to the rarety of multiple failures5 and the
complexity to protect (in local and proactive manner) against this type of failure,
and inorder to increasethebandwidthavailability (increasethebandwidthsharing),
most of works in the literature consider only single failures [9,6,10,11,7,12,13].
With such type of failure (i.e. a single failure), the quantity of bandwidth that
should be reserved on each link for protection, depends on the cumulative band-
width of the paths which could be active at the same time after any single failure
occurrence. Two strategies of bandwidth sharing are defined to reduce the protec-
tion bandwidth allocations: backup-backup bandwidth sharing and backup-primary
bandwidth sharing.

In the first strategy (backup-backup bandwidth sharing), the quantities of protec-
tion bandwidth allocated on links are decreased significantly with the application
of the bandwidth sharing between the backup paths [9,6,10,11,7,12,14]. This type
of bandwidth sharing is made possible thanks to the hypothesis of single failures
which ensures that some backup paths cannot be active (they don’t use their band-
width) at thesametime. Thus, only thebackup pathsprotecting against asamerisk
can be in concurrence for bandwidth allocation.

When anew backup path isbeing computed, control admission isapplied on all its
links to verify thebandwidth constraints. Two conceptsaredefined in [6] to ensure
the respect of the protection bandwidth constraints: protection failure risk group
and protection cost.

The protection failure risk group of a backup path b, denoted PFRG (b), is a set
d f ll th i k h f il ti t th b k th b With th d fi
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(b; r ) 7! y =

8
><

>:

1 if b isactiveupon the failureof r

0 otherwise

Wedetermine theprotection failure risk group of a backup path b as follows:

PF RG (b) = f rnr 2 Risks and Act (b; r ) = 1g (1)

Theprotection cost of arisk r on alink ∏, denoted ±∏
r , correspondsto thecumulative

bandwidth of the backup paths which will be activated on the unidirectional link
∏upon a failure of the risk r . It is computed as follows (bw (b) is the bandwidth
required by thebackup path b):

±∏
r =

X

b2 B P aths ^ ∏2 b
Act (b; r ) £ bw (b) (2)

For a SRLG risk sr lg composed of link risks (l1, l2, .., ln ), the protection cost on a
link ∏verifiesalways the following equality: ±∏

sr lg = P
0< i∑n ±∏

li .

To compute a new backup path b, only the unidirectional links ∏verifying the fol-
lowing inequality can beused:

Pr∏ + M axr 2 P F RG(b) (±∏
r ) + bw (b) ∑ C∏ (3)

wherePr∏ is the thecumulated bandwidth of thebackup paths traversing thearc ∏
and C∏ is the capacity of thearc ∏.

To cope successfully with any single failure, the amount of protection bandwidth
Bk∏ that should be reserved on each link ∏isdetermined as follows:

Bk∏ = M axr (±∏
r ) (4)

The backup-backup bandwidth sharing strategy improves substantially the band-
idth d d th bl ki b bilit It i t b d l d i
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thisbandwidth information beforeitsadvertisement in thenetwork could givesome
interesting and practical solutions [9,11,7,12,14]. For instance, to decrease thesize
and frequency of the advertisement messages, the Kini’s heuristic [9] suggests to
approximate all the protection costs on a given unidirectional link by the highest
protection cost on that link (i.e. 8(∏; r ) : ±∏

r is approximated by M axr (±∏
r )). In

thisway, agiven unidirectional link ∏can beused to establish anew backup path b
if it verifies the following inequality: Pr∏ + M axr (±∏

r ) + bw (b) ∑ C∏.

In the second strategy (backup-primary bandwidth sharing), another style of band-
width sharing (bandwidth sharing between theprimary and backup paths) isapplied
to decrease the protection bandwidth allocated on links. This type of sharing was
proposed for the first time in [13]. It suggests to (pre)allocate the bandwidth freed
by the deactivated (or bypassed) primary path segments upon a failure of a risk r
to the backup paths which will be activated to recover from that failure. For in-
stance, when aprotected link (resp. an unprotected link) u-v traversed by aprimary
path p fails, a quantity of bandwidth equal to the bandwidth of p is freed on all the
links located between the end nodes of the backup path repairing the primary path
p (resp. on all the links located between the failed link and the destination node
of the primary path p). Such freed bandwidth is then assigned to the backup paths
which will beactivated to recover from the failureof link u-v.

To avoid the violation of the bandwidth constraints with this second strategy, only
the unidirectional links ∏verifying the following inequality can be selected to be
in anew backup path b:

Pr∏ + M axr 2 P F RG(b) (±∏
r + bw (b) ° F ∏

r ; 0) ∑ C∏ (5)

To cope successfully with any single failure, the amount of protection bandwidth
Bk∏ that should be reserved on each link ∏isdetermined as follows:

Bk∏ = M axr (±∏
r ° F ∏

r ; 0) (6)

where F ∏
r is the total primary bandwidth freed on the link ∏after a failure of the

risk r .
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of the second strategy of bandwidth sharing requires the knowledge of the quanti-
tiesof primary bandwidth freed on the links for all single failures.

Although there are some activated backup paths which do no receive any traffic
after aSRLGfailure, both thebandwidthsharingmethodsof thefirst and thesecond
strategies allocate them bandwidth. This wastes bandwidth and blocks uselessly
someprotection requests.

3 Motivations

For fast recovery, each router detecting a failure on one of its outgoing interfaces
activates locally all thebackup pathswhich protect theprimary pathstraversing the
failed interface. Although active, some backup paths (inoperative backup paths)
do not participate to the recovery of the affected communications because the traf-
fic was already redirected by upstream routers onto other backup paths (operative
backup paths) bypassing their head-end routers.

By limiting the concurrence for the protection bandwidth to the operative backup
paths, we decrease the protection bandwidth allocations. Besides, with the restric-
tion of theprotection failurerisk group of abackup path bto theriskswhosefailure
operates thebackup path b, weprovidemore flexibility for the path selection.

Before describing our improvement propositions, we show in the next subsection
thedifferencebetween theset of theactivebackup pathsand theset of theoperative
paths, upon failure. Next, we propose and describe an algorithm permitting the
determination of theoperativebackup paths, by using thestructuresof theSRLGs.

3.1 Activebackup paths vsoperative backup paths

Due to the difficulty to distinguish quickly between the types of failure (node, link
or SRLG), each router detecting a failure on an outgoing interface activates all the
backup paths which protect the primary paths traversing6 the affected interface.
A i l h i l f il ff t l i l li k ( i f SRLG
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Fig. 1. Local protection of a primary path

really use its resources (particularly the bandwidth). Hence, the bandwidth allo-
cated for such inoperativepath can befreed and reallocated to other paths. Contrar-
ily to thebackup path b1, theother backup path b2 really participatesto therecovery
since it reroutes the traffic of the affected primary path. This path is considered as
operative. Its resources (particularly the bandwidth) cannot be reallocated to other
paths.

In figure1, two backup pathsb1A (A! F! G! D) and b1B (B! C! E! H! G! D)
are setup to protect the primary path p1 (A! B! D) against the failure of the four
following risks: node B, link A-B, link B-D and SRLG srlg = (A-B, B-D). When
the router A (resp. router B) detectsa failureon the interface leading to itsadjacent
router B (resp. router D), it activates locally the backup path b1A (resp. b1B ) which
protects theuniqueprimary path traversing the failed interface. Hence, for the fail-
ure of node B or the failure of link A-B (resp. the failure of link B-D), traffic of the
affected primary path p1 will be switched onto the unique activated backup path
b1A (resp. b1B ). As only one outgoing interface of the primary path routers can be
affected upon a single link or a single node failure, we conclude that at most one
backup path per primary path could be activated. As a result, all the backup paths
activated to recover from a link or node failure really receiveand reroute the traffic
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(a) Two operative backup paths upon the
SRLG failure

(b) One operative backup path upon the
SRLG failure

Fig. 3. Operativebackup paths

of theaffected primary paths.

With risks of type SRLG however, some activated backup paths do not receive or
reroute the traffic of the affected primary paths. For instance, when the SRLG srlg
in figure 1 fails, all the end routers of the srlg’s links (i.e. routers A, B and D) will
detect a failure. As a result, all the backup paths protecting an affected primary
path and whosehead-end router isan end router of the linksbelonging to the failed
SRLG will beactivated (cf. figure2). Typically, thebackup path b1A (resp. b1B ) will
be activated since it protects the affected primary path (p1) and its head-end router
A (resp. B) is an end router of a link A-B (resp. B-D) belonging to the affected
SRLG srlg. As the traffic switching toward a backup path results in the bypassing
of a primary path segment located between the head-end and the tail-end routers
of the backup path, we deduce that only the backup path b1A receives and reroutes
the traffic of the affected primary path p1 after the recovery from the failure of the
SRLG srlg. Indeed, after the activation of the backup path b1A , the traffic of the
primary path p1 is forwarded on the path A! F! G! D: the head-end router B of
thesecond activated backup path b1B isbypassed and thus, no packet traverses this
backup path.
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(1) Thebackup path b protectsagainst thefailureof a link belonging to theSRLG
srlg.

(2) There isno backup path b’ (b’ 6= b) such as:
≤ b’ protects the primary path p against the failure of a link belonging to the

SRLG srlg,
≤ the sub-path of p located between the end routers of b’ contains, as transit

router, the head-end router of thebackup path b.

To better understand the procedure of determination of the operative backup paths
upon a SRLG failure, let us consider an example. In figure 3, a primary path p
(A! D! F! G) traversing the unique SRLG srlg = (A-D, D-F, F-G) of the net-
work is established. To protect this primary path against the failure of link F-G,
wesetup asameNHOPbackup path F! C! A! B! E! G in both sub-figures (bF
in the sub-figure 3(a) and b0

F in the sub-figure 3(b)). To protect the primary path
p against the failure of node D (and against the failure of link A-D), we used a
different backup path in each sub-figure. Hence, in sub-figure 3(a), we setup the
backup path bA (A! C! F) and in sub-figure 3(b), we configured the backup path
b0

A (A! B! E! G).

Upon afailureof theSRLG srlg, thenodesA and F activatethebackuppathsbA and
bF in the sub-figure 3(a) (resp. the backup paths b0

A and b0
F in the sub-figure 3(b))

for recovery. In figure3(a), both thebackup pathsbA and bF becomeoperativeafter
the recovery from the SRLG failure. In fact, the backup path bA (resp. bF ) protects
the primary path p against the failure of a srlg’s link A-D (resp. F-G) and its head-
end router A (resp. F) doesnot belong to theprimary path segment located between
the end routers F and G (resp. A and F) of the unique other backup path bF (resp.
bA ) protecting the primary path p (against the failure of a link in the same SRLG
srlg). In figure 3(b) however, only the backup path b0

A becomes operative (for the
same reasons as bA in figure 3(a)) upon the failure of the unique network SRLG
srlg. The second backup path b0

F is inoperative upon the failure of the SRLG srlg
since there isanother backup path b0

A verifying these two conditions: 1) b0
A protects

the primary path p (i.e. the same primary path as the one protected by b0
F ) against

the failure of a link (A-D) belonging to srlg. 2) the sub-path (A! D! F! G) of
p located between the end routers (A and G) of b0

A contains, as transit router, the
head-end router (F) of the backup path b0

F .
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backup paths. Besides, weprovidemoreflexibility for thebackup path selection by
restricting theset of failure risks that should bebypassed by the backup paths.

4.1 Decreasing thebandwidth allocation

Instead of using the activity state of backup paths to allocate the protection band-
width, we propose here to exploite the operativity state of backup paths to reduce
theprotection bandwidth allocations. Beforeshowing how to utilize theoperativity
stateof backup pathsto enhancetheprotection bandwidth allocation, let usdefining
anew function Op as follows:

Op : BPaths £ Risks ! f 0; 1g

(b; r ) 7! y =

8
><

>:

1 if b isoperativeupon the failure of r

0 otherwise

where: BPaths is the set of all the backup paths and Risks is the set of all the
network failure risks.

Asonly theoperativebackup paths receive traffic upon failure, wepropose to limit
the concurrence for the protection bandwidth allocation to the operative backup
paths. In thisway, theprotection bandwidth allocationsare reduced sinceabackup
path which is inoperativeafter afailureof agiven SRLG doesnot requireto reserve
any unit of bandwidth to cope with the failureof that SRLG.

To manage the set of risks whose failure operates a backup path b, we reduce the
protection failure risk group of band define the Restricted Protection Failure Risk
Group of b(or RPFRG (b)) as follows:

RPF RG (b) = f rnr 2 Risks and Op(b; r ) = 1g (7)

In addition to the reduction of the protection failure risk group set, we modify (2)
to exploit the operative/inoperative state information when the backup paths are

t d H d fi th t ti i ∏ th l ti b d idth
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in (3), (4), (5) and (6), weobtain theformulasensuring therespect of thebandwidth
constraints and allowing the computation of the minimal protection bandwidth to
beallocated on each unidirectional link.

Concretely, with thebackup-backup bandwidth sharing, wehave:

Pr∏ + M axr 2 RP F RG(b) (∞∏
r ) + bw (b) ∑ C∏ (9)

Bk∏ = M axr (∞∏
r ) (10)

With theprimary-backup bandwidth sharing, wehave:

Pr∏ + M axr 2 RP F RG (b) (∞∏
r + bw (b) ° F ∏

r ; 0) ∑ C∏ (11)

Bk∏ = M axr (∞∏
r ° F ∏

r ; 0) (12)

Since the set of the operative backup paths is included in the set of the activated
backup paths (i.e. 8 b 2 BPaths : RPFRG(b) µ PFRG(b))), we deduce that
all the protection prices are lower or equal to their corresponding protection costs
(8(r; ∏) : ∞∏

r ∑ ±∏
r ). Asa result, much more protection bandwidth issaved.

Example: Let us applying the backup-backup bandwidth sharing to the link A! B
in figure3(b).

Without the exploitation of the SRLG structures, we compute the minimal protec-
tion bandwidth Bk1AB allocated on the link A! B as follows:
Bk1AB = M ax(±AB

AD ; ±AB
D ; ±AB

F G; ±AB
sr lg) = ±AB

sr lg = 2 £ bw (p)

With the exploitation of the SRLG structures, we compute the minimal protection
bandwidth Bk2AB allocated on the link A! B as follows:
Bk2AB = M ax(∞AB

AD ; ∞AB
D ; ∞AB

F G ; ∞AB
sr lg) = ∞AB

sr lg = bw (p)
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4.2 Providing flexibility for thebackup path selection

In addition to the protection bandwidth decrease, the exploitation of the SRLG
structures in the BPC has another important advantage: it provides moreflexibility
for the backup path selection and improves the quality of protection (i.e. the num-
ber of protected risks on a primary path is increased) by reducing the set of risks
that a backup path must bypass. In our approach, a new backup path b does not
systematically bypass all the SRLGs containing the link to be protected. Instead,
only the node and link to be protected and the SRLGs whose failure operates the
new backup path bshould be bypassed (i.e. only the risks in RPFRG (b)).

Since theset of links (and nodes) that abackup path should bypassmust beknown
before the start of its computation, to apply our approach it would be necessary
to determine beforehand whether a backup path is operative or not after a failure
of any risk. By analyzing the sufficient conditions (cf. section 3.2) allowing the
determination of the operative backup paths, we deduce that the links traversed
by a backup path have no incidence on the operative state of that backup path
upon failure. Indeed, only (1) the protected link and node, (2) the head-end router
of the backup path b in computation, and (3) all the backup paths protecting a
same primary path as b against the failure of an upstream link (which belongs
to the same SRLG as the protected link) to the link to be protected, are used to
deduce the operative state of b upon any given failure. Thus, the risks forming the
restricted protection failure risks group of any backup path can be deduced before
its computation, in condition that the backup paths protecting against the failures
of upstream linksarecompletely determined.

In figure 3(b) for instance, any computed backup path b0
D protecting the primary

path p against the failure of the link D! F is inoperative upon the failure of the
SRLG srlg. Indeed, upon such failure, the traffic is switched by the router A onto
the backup path b0

A which joins the primary path p on a router G downstream to
th h d d t D f th b k th b0 Si ft th f th
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4.3 SRLG structureexploitation algorithm(SSEA)

In order to decrease the protection bandwidth allocations (cf. section 4.1) and to
offer more flexibility for the backup path selection (cf. section 4.1), we propose a
new algorithm SSEA (cf. algorithm 1) taking into account the SRLG structures to
enhance theBPC. Thus, to computeanew backup path b, wedetermine in thefirst
stepof our algorithmSSEA therestrictedprotection failurerisk group of thebackup
path b (i.e. RPFRG (b)). This restricted protection failure risk group is formed of
all the elements in PFRG (b) except the risks whose failure does not operate the
backup path b. In order to denote the elements of RPFRG (b), we say that a given
risk isreally protected by thebackup path b if and only if such risk isin RPFRG (b).

In thesecond step of our algorithm SSEA, weeliminate from thenetwork topology
all the links and nodes which belong to the risks in RPFRG (b). In this way, no
failure risk can affect simultaneously both a primary path and one of its backup
paths. Obviously, since the set of risks to be bypassed by each new backup path is
reduced, moreflexibility is provided for thepath selection.

Inorder toensuretherespect of thebandwidthconstraints, weapply in thethirdstep

Algor ithm 1 Computation of abackup path b with theSRLG structureexploitation
algorithm
inputs

A graph G = (V, E) corresponding to thenetwork topology. V istheset of vertices
(routers) and E is theset of edges (links)

begin algor ithm
1. f Determination of the set RPFRG (b) which is composed of the risks whose
failureoperates thebackup path bg
RPFRG (b) √ f r n Op(b; r ) = 1g
2. f Determination of the linkswhich should bebypassed by thebackup path bg
E” √ f ∏2 E n 9 r 2 RPFRG (b): ∏2 r g
f Determination of the nodeswhich should bebypassed by thebackup path bg
V” √ f n 2 V n 9 r 2 RPFRG (b): n 2 rg
3. f Determination of the linksverifying thebandwidth constraintsg
if backup backup sharing only then

E’ √ f ∏n ∏2 E ^ Pr∏ + M axr 2 RP F RG(b) (∞∏
r ) + bw (b) ∑ C∏g
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Fig. 4. A backup path traversing a link of aSRLG containing theprotected link

of our algorithm SSEA inequality 9 (for the backup-backup bandwidth sharing) or
inequality 11 (for theprimary-backup bandwidth sharing) to select the linkswhich
can be used for the next backup path computation. Clearly, all the links which do
not satisfy inequality 9 (or inequality 11 for theprimary-backup bandwidth sharing)
arepruned from thenetwork topology before theBPC starts.

In the last step of our algorithm SSEA, we deduce one backup path providing the
desired protection by running any path computation algorithm (e.g. CSPF) with
the use of any local protection technique (one-to-one backup protection or facility
backup protection [8]). Thus, our algorithm isgeneric and compatiblewith any path
computation algorithm and any local protection technique.

To better understand our algorithm, let usconsider theexample in figure3(b). Sup-
pose that we are trying to compute a new backup path b0

D protecting the primary
path p against the failure of the node F and link D-F. Assume also that all the net-
work linkshaveacapacity of oneunit. Independently on thechosen local protection
technique, thebackup path b0

D must interconnect node D to node G.

With the application of the classical BPC algorithms, no path can support b0
D since

such path would bypass all the links (A-D, D-F, F-G) belonging to the SRLG srlg
(note that srlg is in PFRG (b0

D ) and srlg includes theprotected link D-F). With our
algorithm SSEA however (step 1 of algorithm 1), the probability to determine a

th f b0 i i d i th t f i k th t th b k th b0 h ld b
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termine theuniquebackup path D! A! B! E! G interconnecting nodeD to node
G (figure 4).

Notethat thethreebackup pathsb0
A , b0

D , and b0
F (in figure4) sharetotally their band-

width on the common path segment A! B! E! G although they protect against
the failure of links belonging to the same SRLG. This sharing does not induce any
bandwidth constraint violation because the three backup paths b0

A , b0
D , and b0

F can-
not beoperativeat thesame time.

5 Implementation requirements for the SRLG structure exploitation algo-
r ithm

With a centralized implementation of the SRLG structure exploitation algorithm,
the unique BPCE can store all the information about the network topology, the
SRLG structures and the path properties (traversed links, type, bandwidth, etc.).
From such information, the centralized BPCE determines the bandwidth parame-
ter values of each link (cumulative primary bandwidth, protection prices, primary
bandwidth freed) and deduces thebest backup paths.

We note that to improve the protection quality, the centralized BPCE should es-
tablish a computation order for the backup paths protecting a same primary path.
Indeed, to determine the final operative state of each backup path (cf. section 3.2),
the BPCE should begin with the protection of the links closest to the head-end
router of each primary path.

With a distributed implementation of the BPC taking account of the SRLG struc-
tures, a comparable information as that transmitted in the classical approaches
[9,6,10,7,12,13] is sufficient to avoid the violation of the bandwidth constraints.
For instance, the information advertised with the approach described in [6,10,12]
is sufficient to decrease the bandwidth allocation. However, a very slight transfor-
mation of the advertised information (replacement of the protection cost values by
thecorresponding protection pricevalues) is required with [9,7,13].

To enhance the protection quality with the distributed approaches, it is necessary
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order of backup pathscan beimposed. Concretely, each PLR can notify 7 itsdown-
stream routersof theaccomplishment of theconfiguration of itsbackup path. Thus,
to guarantee the respect of the backup path computation order, each PLR should
wait for the notifications of all its upstream routers before it starts to compute its
backup path.

6 Analysisand simulation results

6.1 Simulation model

In order to evaluate theperformancesof theSRLG structureexploitation algorithm
(SSEA), we compared it to the Kini’s heuristic and TDRA algorithm. We chose
theKini’sheuristic for itspracticability whereasweopted for theTDRA algorithm
for its efficiency to determine the backup paths reducing the protection bandwidth
allocation.

6.1.1 Comparison metrics

Four metrics are used for the comparison: ratio of rejected backup paths (RRP),
relative gain in backup path rejection (RGR), normalized SRLG bandwidth (NSB)
and averagenumber of messages (ANM) transmitted in thenetwork per configured
backup path.

The first metric measures the ratio of backup paths that are rejected because of the
lack of protection bandwidth on the network links. It corresponds to the ratio be-
tween thenumber of backup path requests that are rejected and the total number of
backup path requests (RRP = #rejected protection requests / #protection requests).

The second metric calculates the gain in the RRP values obtained by using a new
BPC method instead of an old one. It is determined as follows: RGR (newMeth,
oldMeth) = ( RRP (oldMeth) - RRP (newMeth) ) / RRP (oldMeth).

The third metric measures the amount of bandwidth allocated on links to protect
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(a) Medium size topology (95 risks) (b) Largesize topology (162 risks)

Fig. 5. Test topologies

For the TDRA algorithm and theKini’sheuristic, wehave:
NSB = P

(r i s a SRL G; ∏2 E ) (±∏
r ) / P

(r i s a l i nk; ∏2 E )(±∏
r )

The fourth metric counts the (average) number of messages traversing the network
links, after each backup path establishment, to maintain and update the protection
bandwidth information necessary for the BPC (ANM = P

∏2 E #messages travers-
ing (∏) / #accepted protection requestswhereE is theset of network unidirectional
links).

Contrarily to the values of the metrics RRP, RGR and NSB, those of the metric
ANM depend strongly on the implementation type (centralized or distributed) and
on the mechanism distributing the information necessary for the BPC (flooding or
targeted advertisements). In a centralized environment, any BPC demand is trans-
mitted to thecentralized server which processes it and sendsback thecomputation
results to the requesting router. Hence, independently on the bandwidth sharing
strategies and on the BPC algorithms, the number of messages transmitted in the
network to processaset of requests isalways thesame. Accordingly, it ispointless
to compare the ANM of our proposition to those of the classical centralized BPC

h I di t ib t d i t th BPC t ll d
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6.1.2 Topologies, SRLGs and traffic matrix generation

Two well known network topologiesareused for our simulation. Thefirst topology
(USA network), depicted in figure 5(a), is composed of 28 routers and 45 bidirec-
tional links. It isanetwork topology of amedium sizewhere theaveragedegreeof
nodes is equal to 3.21. To take SRLG failures into account, we added to the topol-
ogy in figure 5(a) 22 SRLGs. These SRLG are generated so that the protection
against the failure of any risk remains physically possible. The second topology,
depicted in figure 5(b), is composed of 50 routers and 87 bidirectional links. It is
a network topology of a large size where the average degree of nodes is equal to
3.48. To take SRLG failures into account, we added to this topology (figure 5(b))
25 SRLGs. These SRLG are generated so that the protection against the failure of
any risk remains physically possible.

The traffic matrix is generated randomly and consists of requests arriving one by
one and asking for quantities of bandwidth uniformly distributed between 1 and
10. The head-end and tail-end routers of each primary path are chosen randomly
among thenetwork routers.

6.1.3 Primary and backup path computations

To focus only on the impact of our proposition on the protection bandwidth allo-
cation and on the protection quality, we separated the task of primary path compu-
tation from that computing the backup paths (i.e. the task computing the primary
path is independent from that computing thebackup paths). For this to bepossible,
we divided the capacity of each unidirectional link in two disjoint pools: primary
pool and protection pool. The primary pool is used to allocate the bandwidth for
the primary paths whereas the protection pool is used for backup path bandwidth
allocations.

In our simulations, we considered that the primary pool capacities are sufficient
to satisfy all the requests of primary path establishment. In this manner, the same
primary paths, which are computed according to the shortest path first algorithm
(SPF with unitary weights), areused to compareSSEA, TDRA and Kini’sheuristic.

All th t ti l iti f th t k li k i fi 5 l t
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(a) Medium size topology (b) Large size topology

Fig. 6. Ratio of rejected backup paths (RRP)

Each primary node, different from thedestination nodeand itsupstream node, com-
putes a NNHOP backup path to protect against both its next link and node on the
primary path. Theupstream nodeof theprimary path destination nodeusesaNHOP
backup path to protect against the failureof itsnext link.

At each establishment of 20 primary paths, the four metrics RRP, RGR, NSB and
NMN are computed for all the compared methods. We note that our results corre-
spond to averagevaluesover 1000 runs.

6.2 Results and analysis

Figure 6 and figure 7 depict the evolution of RRP and RGR respectively as a func-
tion of the number of primary paths setup in the network (i.e. as a function of the
network load). The figure 6 shows clearly that the RRP values of SSEA algorithm
are lower and better (except for the 40 first primary paths where the RRP valuesof
the three compared methods are null) than those of TDRA algorithm which are in
turn lower than thoseof Kini’sheuristic.
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(a) Medium size topology (b) Large size topology

Fig. 8. Normalized SRLG Bandwidth (NSB)

The wide difference in the RRP values between the Kini’s heuristic and the SSEA
algorithm is essentially due to the partial knowledge of the protection bandwidth
information with the Kini’s heuristic whereas the SSEA algorithm utilizes and has
a complete knowledge of the protection bandwidth parameter information. Thus,
the Kini’s heuristic overestimates the bandwidth parameters required for the BPC
whereas the SSEA algorithm uses exact values of these parameters in its computa-
tions. Obviously, thewidedifferencein theRRP valuesbetween theKini’sheuristic
and the SSEA algorithm explains also the large relative gain in backup path rejec-
tion (i.e. RGR(SSEA, Kini)) when theSSEA algorithm isused instead of theKini’s
heuristic. Concerning thecomparison between the RRP valuesof TDRA and those
of SSEA, we note that the difference is significant although it is not high in rela-
tion to the total number of protection requests. For instance, the difference of the
RRP values in figure 6(a) varies between 5.16% and 5.76% when the number of
primary paths is between 380 and 540 whereas it varies in figure 6(b) between 5%
and 7.3% when the number of primary paths is between 180 and 520. In fact, for
practical RRP values located between 0 and 0.1 (the number of primary paths is
lower than 380 in figure6(a) and lower than 200 in figure7(b)), therelativegain of
using SSEA instead of TDRA is larger than 56% in figure7(a) and larger than 68%
in figure 7(b) (i.e. more than 68% of the number of protection requests rejected by
TDRA aresatisfied with SSEA in figure7(b)). When rejection of theprotection re-
quests is not allowed, figure 6(a) and figure 6(b) shows that the adoption of SSEA
algorithm instead of TDRA permits to increase the number of protected primary
paths from 60 to 80 and from 60 to 120 respectively.
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(a) Medium size topology (b) Large size topology

Fig. 9. Averagenumber of messages sent in thenetwork per backup path (ANM)

risks to be bypassed by each backup path (see section 4.2) with SSEA (contrarily
to TDRA algorithm and Kini’sheuristic which waste theprotection bandwidth and
bypassmore risks).

Another important point to highlight concerns thehigh differencebetween thenor-
malized SRLG bandwidth values obtained on the two test topologies. Indeed, for
the same number of primary paths, the normalized SRLG bandwidth in figure 8(a)
isoften twicehigher than that obtained in figure8(b). Thiscan beexplained essen-
tially by the density of SRLGs8 in figure 5(a) (equal to 0.48) which is higher than
than that obtained in figure 5(b) (equal to 0.28). According to our simulations9 ,
we conclude that SSEA saves more protection bandwidth and reject less backup
paths than TDRA and Kini’s algorithm, when the density of SRLGs is high. In-
deed, larger the density of SRLGs is, more different the behaviors of SSEA and
TDRA (or Kini’sheuristic) are.

In figure 9, the evolution of the average number of messages transmitted in the
network (ANM) as a function of the number of primary paths setup in the network
is shown. In this performance study, we focused only on the SSEA and TDRA
algorithms. The ANM values of the Kini’s heuristic are not represented because
they are very high (see [12] for details about the comparaison between the TDRA
algorithm and theKini’sheuristic).

As shown in figures 9(a) and 9(b), the SSEA algorithm sends in average less mes-
th t k th th TDRA l ith Thi i d t th b f SRLG
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tween the SSEA algorithm and TDRA algorithm decreases slightly as the number
of setup primary paths increases. This comes from the augmentation of the SRLG
protection prices which induces in its turn the reduction of the rate of protected
SRLGs.

Note that the performances of the SSEA algorithm can be improved by favouring
primary paths which traverse more links of the same SRLGs. Moreover, design-
ing the network topologies could take SRLGs into account to enhance the backup
path computation (the location of SRLGs should be chosen so that the blocking
probability is decreased and the network deployment is minimized).

7 Conclusion

In this paper, we proved that it is possible to ensure the recovery from any single
failurewithout forcing the (new) backup paths to bypass all the SRLGs containing
the links to be protected. In fact, it is possible that a first active backup path does
not receive traffic upon a SRLG failure since the traffic was already rerouted onto
asecond activebackup path bypassing thehead-end router of thefirst backup path.
In such acase, thefirst backup path doesnot requireany resource (bandwidth) and
acts as an inoperative backup path upon that SRLG failure. However, the second
backup path actsasan operativebackup path that requires thebandwidth to reroute
thetraffic of theaffected primary path. Obviously, only theoperativepaths(instead
of all the activated backup paths) upon a failure of a SRLG should protect against
the failureof that SRLG and can be in concurrence for a resource.

Astheoperativestateof abackup path can bedetermined beforehand by taking the
SRLG structures into account, we proposed a new and efficient approach to com-
pute thebackup paths. Our approach permits to increase thebandwidth availability
(it decreasestheprotection bandwidth allocations) and providesmoreflexibility for
the backup path selection (i.e. it improves theprotection quality). It can be applied
in both centralized and distributed environments. It also allows efficient design of
networks since an effective combination of SRLGs can permit a significant reduc-
tion of the deployment cost without a decrease (or with a slight decrease) of the

t ti lit
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